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Global Modeling of Millimeter-Wave Circuits:
Electromagnetic Simulation of Amplifiers
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Abstract—Global modeling of microwave and millimeter-wave
circuits is important to simulate the electromagnetic (EM) cou-
pling, device-EM wave interaction, and the EM radiation effects
of the closely spaced active and passive components of mono-
lithic microwave integrated circuits (MMIC’s). In this paper,
a global-modeling technique is presented to characterize the
millimeter-wave integrated-circuit amplifiers. The characteriza-
tion of amplifier circuits, including the input and output matching
networks, are performed using a full-wave analysis coupled
with physical modeling of the semiconductor devices. The en-
tire amplifier is simulated with the finite-difference time-domain
(FDTD) algorithm, which also solves for the EM fields inside the
transistor. The intensive computer-memory requirement and the
large simulation time are reduced by applying a hybridization
approach. The small signal as well as the large signal propagation
through the amplifier circuit are demonstrated. The scattering
parameters are extracted for the amplifier circuit at small and
large signals for different frequencies. The global technique is
able to model the nonlinearity and the harmonic distortion of
the amplifier circuit. The third and fifth harmonic components
in the output spectrum at large signal are predicted for different
frequencies.

Index Terms—Circuit simulations amplifiers, device modeling,
MESFET.

I. INTRODUCTION

T HE increasing demand of processing and transmitting
more information at a faster rate drives the analog and

digital electronic systems to operate at higher frequencies or
higher clock speeds. At the same time, to curtail the production
cost, the manufacturers are more inclined toward heavily dense
integrated circuits. In these high-density integrated circuits,
there are many closely spaced active and passive devices. As a
result, there are some detrimental effects on the circuit perfor-
mance at high frequencies due to crosstalk caused by coupling,
surface waves, and radiation effects. In such cases, the circuit
modeling issue becomes more intensive. The circuit design
should be based on the advanced global model, which takes
the electromagnetic (EM) wave effects into consideration. This
global model will analyze all the circuit elements concurrently,
taking into account the EM coupling, radiation effects, and
electron–wave interaction. More effects which are traditionally
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viewed to be secondary, such as thermal and packaging effects,
may be included in the global modeling to enhance the
accuracy. However, this may be achieved in the future as
the comprehensive global-modeling concept develops. On the
other hand, in the device level, the exciting development in
semiconductor technology over the last three decades have
led to an increasing demand to model semiconductor devices.
With the ever decreasing device dimensions, the researchers
developed some state-of-the-art techniques for their analysis,
design, and optimization. The velocity overshoot phenomenon,
hot electron, and quantum mechanical effects were taken into
consideration in these techniques.

The global-modeling technique is still a new concept in its
essence. In this technique, the active devices are simulated
by combining the electron transport and the EM models. The
passive devices are simulated using the EM model. We have
already developed a combined EM and solid-state (CESS)
simulator for the analysis of high-frequency MESFET’s [1].
The CESS simulator couples a semiconductor model to the
three-dimensional (3-D) time-domain solution of Maxwell’s
equations using the finite-difference time-domain (FDTD) al-
gorithm. The semiconductor model is based on the moments of
the Boltzmann transport equation. The EM model is required
at high frequencies to simulate the device behavior in those
situations when the wave period of the propagating EM signal
becomes proportional to the electron relaxation times, and the
wavelength is comparable to the device width. The resulting
electron–wave interaction is taken into consideration using the
CESS model. This model can predict the nonlinear energy
buildup inside the transistor. The other advantage is its ability
to show the dispersive nature of the device, especially at high
frequencies. While connecting the closely spaced passive and
active circuits, the EM coupling and the radiation effects can
be simulated employing the EM model as well.

The hybridization technique in monolithic microwave in-
tegrated circuits (MMIC’s) was previously used in coupling
the lumped elements and the distribution network of the
transmission lines in many different forms [2]–[6]. Some
works were done for hybrid systems with active and passive
lumped elements by the FDTD [7] and TLM methods [8], [9].
The technique was applied to simulate the picosecond pulse
generation by an optically excited GaAs devices using 3-D
charge transport models [10], [11]. Some researchers modeled
the three-terminal active devices by incorporating two-terminal
lumped elements into several FDTD subgrids [12], [13] and
by using the SPICE lumped circuits in the FDTD solution
of Maxwell’s equation [14]. The microwave amplifiers were
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simulated by using the equivalent voltage- and current-source
approaches for the transistor [15], [16]. The characterization
of microwave circuits containing various lumped components
was performed using a global EM analysis [17]. In [7]–[17],
the physical devices were not simulated—the lumped elements
were used instead. This process of replacing the active device
with the equivalent sources or the equivalent circuit parameters
may not represent all aspects of device nonlinearity and
wave–device interactions at the millimeter-wave frequencies.
The alternative approach is to simulate the integrated circuit
by coupling the physical equations representing the semi-
conductor device with the EM fields in the transmission
lines with an accurate FDTD algorithm. However, the FDTD
method requires intensive computer memory and consumes a
considerable amount of time for its operation.

The problem of large computer memory and time can be
reduced by breaking a circuit into subcircuits, then solv-
ing them individually and reconnecting them together. This
method was successfully applied to steady-state networks [18],
[19] and to time-domain solutions using the transmission-line
matrix (TLM) [20], [21]. The computer-memory requirements
were reduced by Prony’s method [22], [23] and by system
identification technique [24], [25]. A suitable technique can
be applied to the simulation to reduce the computer time and
memory requirements.

In this paper, the global-modeling technique is applied to a
millimeter-wave amplifier with the input and output matching
networks to demonstrate its potential. Although the global
modeling is a simply conceivable technique, its implemen-
tation is not easy in the amplifier circuit. There are several
constraints which make the implementation very difficult. Be-
sides the computer-memory requirements and large simulation
time, the other issues, such as the numerical stability and
accuracy for modeling different circuit components, diversified
device dimensions, different physical and EM aspects of the
devices, and circuits play a very important role as well. The
global model needs to take care of these aspects. For example,
in the amplifier, the input and the output matching networks are
very large compared to the transistor. However, the mesh size
and, consequently, the FDTD stability criteria for the amplifier,
are severely limited by the Debye length of the semiconductor.
This imposes a constraint on the time step of the FDTD
algorithm, which becomes of the order of 10 s. If the input
and the output matching networks were to be simulated using
this criteria, it would take such a long time to simulate the
amplifier circuit that it becomes almost impossible using the
current computers.

To avoid these problems, the millimeter-wave amplifier
with the matching networks is divided into three regions. The
physical characteristics of the amplifier circuit are preserved
by incorporating a simple, but rigorous, hybridization tech-
nique. The full-wave analysis of each region is individually
performed and properly coupled to the next stage with all the
required informations from the preceding stage. This technique
enables one to use large space step, and hence, large time
step in matching networks. The computer simulation time
is drastically reduced compared to the method incorporating
the nonuniform mesh for the whole amplifier. The computer

Fig. 1. GaAs transistor amplifier with matching networks.

memory requirement is also lowered by approximately 66% at
a certain time. This model can show the small and the large
signal responses of the amplifier, the frequency contents of
the output spectrum, nonlinearity, and distortion in the time-
domain responses at large signal. These characteristics are
more vivid in this global model than any other simulators.
The amplifier analysis, coupling procedure, and results are
summarized in the following sections.

II. A NALYSIS OF THE AMPLIFIER

As a step toward global modeling of millimeter-wave cir-
cuits, a complete amplifier implemented in a coplanar wave-
guide (CPW) configuration is simulated. The amplifier along
with the matching networks is shown in Fig. 1. The input
and the output matching networks are designed based on
the -parameters of the transistor. The transistor channel
length and aspect ratio are selected to achieve the required
transconductance and the cutoff frequency. The dc analysis
was performed for the MESFET shown in Fig. 2. The cutoff
frequency of the device was estimated as 77 GHz. The
operating frequency is chosen to be 40 GHz to illustrate
the principle of the approach. The scattering parameters are
computed for the MESFET at the selected bias point. The
equivalent circuit admittances of the MESFET are obtained
from the simulated -parameters.

The dimensions of the center and outer conductors of the
matching networks are selected to achieve a characteristic
impedance of about 50- and to connect them perfectly at
the input and the output sides of MESFET. The line and the
stub lengths of the matching networks are designed from the
source and the load admittances of the MESFET.

III. COUPLING THE MATCHING NETWORKS

TO THE TRANSISTOR

The millimeter-wave amplifier is divided into three regions.
The simulation of each region is separately performed and
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Fig. 2. The top view of one half of the GaAs MESFET structure.

Fig. 3. The input matching network.

properly coupled to the next stage with all the required
informations of the preceding stage. At the input of Region I,
an impulse is applied. The EM model is solved for the input
matching network using the FDTD algorithm. The response

is collected at point , as shown in Fig. 3. The reflection
coefficient of Region I is obtained by applying the same
impulse at point . When the impulse is incident at , part
of it is transmitted and the rest is reflected back. The reflected
wave is identified and the time dependent is obtained.

A sinusoidal wave is applied to the amplifier input. The
response to the sine wave can be obtained by summing
up the impulse responses convoluted in time with proper
magnitudes. The signal is now applied to the transistor,
as shown in Fig. 4. The CESS simulator is used to propagate
this signal. The reflected wave from the MESFET is
identified and convoluted with the reflection coefficient
and the resulting signal is also added to. Thus, at point

Fig. 4. Coupling in GaAs MESFET.

Fig. 5. The output matching network.

the applied ac voltage is

(1)

The reflection coefficient for an impulse at the output
matching network is obtained (Fig. 5). The is convoluted
with the output of MESFET and is applied as a secondary
source at point . The output wave is collected in between
the drain and the source at point.

As stated earlier, in Region III an impulse is applied at
input of the output matching network, as shown in Fig. 5.
The EM model is solved in this region. The response is
collected at point . The wave can be decomposed to a
number of narrow pulses. Thus, the output wave at point
is calculated by convoluting the impulse response with
proper magnitudes.

The flowchart in Fig. 6 illustrates the sequence of operations
involved in the solution of EM model in Region I. The
same flowchart can be used for Region III. The flowchart
in Fig. 7 describes the sequences involved in calculating the
time-dependent reflection coefficient in Region I. The same
flowchart can be used for the reflection coefficient of
Region III at point . The flowchart for the calculation steps
and the coupling procedure between the semiconductor and
the EM models in the GaAs MESFET can be found in [1].
The time-domain solution of the EM model is obtained using
a 3-D mesh where field components are arranged following
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Fig. 6. Flowchart for the solution of the EM model in the matching network.

Yee’s method [26]. Higdon’s second-order boundary condi-
tions are used to prevent the reflections from all the sides [27].
The FDTD simulation is performed in a massively parallel
(MasPar) super-computer MP2.

In this demonstration, sinusoidal signals are applied to
the amplifier input. It should be noted that this is done to
illustrate the concept. In general, any arbitrary waveform can
be applied to the amplifier without any significant increase in
the computational effort.

IV. RESULTS AND DISCUSSIONS

The hybridization approach in global modeling is first
applied to the input and the output matching networks without
the MESFET to make sure that the technique works with a
reasonable accuracy. The electric-field distributions are in-
vestigated for the GaAs MESFET along with the adjacent
transmission lines. The-parameters for the whole amplifier
is reported next without any kind of optimization. Then the
GaAs MESFET is optimized in terms of channel length,
aspect ratio, and the active-layer doping density to obtain
better gain characteristics. The line and the stub lengths for
the input and the output matching networks are recalculated
for the optimized transistor. The-parameters are extracted at
different frequencies for applied small and large signals.

A. Hybridization in Matching Networks

The hybridization technique is applied to a microstrip net-
work similar to what is normally used in amplifier matching
networks. No transistors are included since the goal is to
verify this technique. The microstrip network is designed for

Fig. 7. Flowchart for the reflection coefficient in the matching network.

Fig. 8. Comparison of the output voltages for continuous simulation and the
simulation with cut. The convolution of impulse response is done in the input
matching network only.

the frequency of 80 GHz. A square pulse of magnitude 0.1
and duration 2.5 ps is applied at the input of the microstrip
network. The output voltages in time domain and the transfer
functions in frequency domain are compared for the continu-
ous simulation and the simulation with break/cut in Figs. 8–10.
In Fig. 8, the solid line represents the output voltage for the
continuous simulation. The dashed line provides the output
voltage for the case where the convolution of the impulse
response is performed in the input matching network only to
obtain the actual response. The output voltages are in good
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Fig. 9. Comparison of the transfer functions of the microstrip line for
continuous simulation and the simulation with cut for two Gaussian pulses.
The convolution of impulse response is done in the input matching network
only.

agreement with each other. Fig. 9 shows the transfer functions
for this case. In this figure, the solid line denotes the transfer
function for the continuous simulation. The dashed line with
input one means that the Gaussian pulse used as the impulse
has a pulsewidth of 0.3 ps and that with input two means
that the Gaussian pulse has a pulsewidth of 0.15 ps. While
comparing the transfer functions, it is noticed that there exists
a global error of 5% in the results between the continuous
simulation and the simulation with cut using the impulse of
0.3-ps pulsewidth. The error becomes 1.2% while comparing
continuous simulation results with that of the simulation with
cut using the impulse of 0.15 ps pulsewidth. This observation
explains the source of this error and the solution as well. In
this simulation, an impulse was supposed to be applied. Due
to the stability problems in computation, a Gaussian pulse of
very narrow width was used to obtain the impulse response.
The results show that the transfer function with lower Gaussian
pulsewidth gives better accuracy. It also indicates that as the
pulsewidth is made narrower, a better match is achieved.

In Fig. 10, the output voltages are compared for the con-
tinuous simulation and the simulation with cut. In this case,
the impulse responses are convoluted in both the matching
networks. It means that the response to square pulse in
the input matching network is obtained by convoluting the
impulse response . Again, the overall response is found by
convoluting the impulse response in the output matching
network. A pulsewidth of 0.15 ps is used for the Gaussian
pulse. The output voltages are in reasonable agreement with
each other.

This process of separately solving for the matching net-
works requires the computer memory to calculate the impulse
responses only once. The results can be used to get the
response of any arbitrary input signal with minimum memory
requirements. For the results of Figs. 8 and 9, the time needed
for the continuous simulation is 223 s and that for the cut is
140 s. Thus, there is a 37% gain in the computational time.
On the other hand, for the results of Fig. 10, the time needed
for the continuous simulation is 223 s and that for the cut is

Fig. 10. Comparison of the output voltages for continuous simulation and
the simulation with cut. The convolution of impulse response is done in both
the matching networks.

Fig. 11. The electric-field distributionEz at 2 ps. The electric-field distri-
bution corresponds to the transistor configuration shown in Fig. 4.

58 s. Thus, there is a 74% gain in the computational time.
The savings become even more important as the passive part
of the amplifier is usually not changed—only the transistor
parameters and biasing change. The hybridization approach in
global modeling enables one to simulate the amplifier within
optimum time.

B. Electric-Field Distribution

In the transistor portion of the amplifier, only one half of the
structure is simulated considering the symmetry. The electric-
field distributions at the air–semiconductor interface of the
MESFET (Fig. 4) are observed for a Gaussian input. The
3-D electric-field distributions in the -direction (along
the direction of propagation) at the interface are shown in
Figs. 11–13 at 2, 4, and 6 ps, respectively. The numbers in the

- and -axis indicate the mesh points. The mesh spacings in
the - and -direction are 0.032 m and 8.13 m, respectively.
At 2 ps, the Gaussian pulse is at its peak. The field is higher
at the input side. At 4 ps, the tail of the Gaussian pulse passes
through the MESFET. Thus, the decrease in at the input
is observed. decreases further at 6 ps. At the same time,
the wave propagation is evident from the middle portion of
the device.
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Fig. 12. The electric-field distributionEz at 4 ps.

Fig. 13. The electric-field distributionEz at 6 ps.

C. Simulation of the Amplifier

The amplifier is simulated including the input and the
output matching networks. The matching networks are
designed for 40-GHz frequency. The GaAs MESFET used
here has a gate length m, aspect ratio
GaAs substrate thickness m, and the active-
layer doping /cm . The dc operating points are:
drain bias V and gate bias V. A small
signal of amplitude 0.1 V is applied to the amplifier.
The scattering parameters for the amplifier are obtained at
different frequencies. In Fig. 14, is shown as a function
of frequency. The extraction of is performed under
simultaneously matched condition. The magnitude of
remains within a certain range for the frequency band of
20–60 GHz. has its peak value at the design frequency,
which is expected. The value of for this amplifier is low
because the transistor width is very small compared to any
commercial amplifier. Increasing the transistor width and the
aspect ratio would increase the value of . In Fig. 15, the
variations of , , and are shown with frequency.
The magnitude of decreases with frequency. The value
of is small, which is also anticipated. The return loss is
less than 25 dB at 40 GHz.

D. Large-Signal Characterization of the Amplifier

Based on the results presented above, another optimized
transistor is designed. The GaAs MESFET is optimized in

Fig. 14. The dependence of scattering parameterS21 on frequency.

Fig. 15. The variation of scattering parametersS12, S11, and S22 with
frequency.

terms of channel length, aspect ratio, and active layer doping
to increase the gain characteristics of the amplifier. The drain
current is kept the same. The optimized parameters are: gate
length m, aspect ratio , and the active layer
doping /cm . The amplifier is designed for
40-GHz frequency.

The whole amplifier is simulated by applying a small
signal of amplitude 0.1 V and large signal of amplitudes 0.3
and 1.0 V. The simulation is performed for 20-, 30-, 40-,
50- and 60-GHz signals. The-parameters of the amplifier
are extracted from the simulation results. In Fig. 16, is
presented for small and large signals at different frequencies.
The large signal -parameters are calculated at the input signal
(i.e., fundamental) frequency. The Fourier transform of the
output signal was taken to identify the fundamental from the
harmonics. Only the fundamental signal is used. At the design
frequency of 40 GHz, the gain is 7.38 dB for small signal
and 6.44 and 5.15 dB for large signals of 0.3 and 1.0 V,
respectively. Thus, it is observed that for the same design,
the gain drops at large signals. In small signal, the gain drops
slightly as the frequency is shifted away from the 40-GHz
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Fig. 16. The dependence of scattering parametersS21 on frequency at small
and large signals for the amplifier with the optimized transistor.

Fig. 17. The variation of scattering parametersS12 with frequency at small
and large signals for the amplifier with the optimized transistor.

point. On the other hand, in large signal, the gain reduction at
frequencies other than design frequency is higher. Nonlinearity
in the device behavior is evident from this figure. It will be
seen later that a considerable amount of harmonic power flows
in the output. It explains the gain reduction at large signal. The
increased harmonic distortion can be considered as the cause
of more gain reduction at frequencies other than the design
frequency in large signal.

In Fig. 17, the variation of is shown for different
frequencies. The magnitude of is very small as expected
and it decreases with frequency. Its magnitude is smaller
at large signal. Fig. 18 shows and for different
frequencies at small and large signals. The and
are minimum at the design frequency and increase at other
frequencies, which is expected. The return loss is higher
for large signals. The difference in magnitude of and

between the small and the large signal increases as the
frequency deviates from the design frequency.

Once the large-signal response of the amplifier is obtained,
it is interesting to study its frequency content and to identify

Fig. 18. The dependence of scattering parametersS11 andS22 on frequency
at small and large signals for the amplifier with the optimized transistor.

Fig. 19. The harmonic contents with respect to fundamental for the large
signal of amplitudes 0.3 and 1.0 V at 30, 40 and 50 GHz.

the harmonics. The output wave contains a significant amount
of harmonic components. Besides the fundamentals, the third
and fifth harmonic components are strong as well in the output
signal. The harmonic contents with respect to fundamental are
calculated from the output spectrum at large input signals of
0.3 and 1.0 V at 30, 40, and 50 GHz, shown in Fig. 19. For the
large-signal input of 0.3 V, the output power contains 4.8%,
11.6%, and 13% of the fundamental at 30, 40, and 50 GHz,
respectively, at the third harmonic. On the other hand, for 1.0-
V input signal, the corresponding third harmonic components
propagate 3.7%, 12.6% and 21.2% of the fundamental. For the
large signal input of 0.3 V, the fifth harmonic contains 6%,
0.7%, and 0.3% of the fundamental at 30, 40, and 50 GHz,
respectively. The corresponding fifth harmonic components at
input signal of 1.0 V propagate 5.5%, 13.3% and 11% of the
fundamental. This shows that a considerable amount of power
is transferred at the harmonic components. At 30-GHz signal
of amplitude 1.0 V, more higher order harmonics are present.
The harmonic distortion is higher for the input signal of 1.0
V. However, it is to be mentioned that for the positive cycle
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of 1.0-V input signal, the gate of the transistor is forward-
biased which is partially responsible for the higher harmonics
generation. Thus, the global model is able to predict the
nonlinearity of the device behavior and show the different
harmonic components generated at the amplifier output due
to nonlinearity. The efficiency of the amplifier at large signal
of amplitude 1.0 V is 17.8%, 27.3%, and 20.5% at 30, 40, and
50 GHz, respectively.

The potential of the global-modeling technique is demon-
strated in this paper. In an attempt to do this, the millimeter-
wave amplifier is simulated by incorporating the EM coupling
and device-wave interaction. More effects will be added in
the future, including thermal- and EM-radiation effects. By
incorporating all these effects in the circuit simulation, we
will be able to reach a landmark toward the comprehensive
global modeling.

V. CONCLUSION

An approach toward global modeling of millimeter-wave
circuits is presented in this paper. The potential of this ap-
proach is demonstrated by applying it to a full-wave character-
ization of a millimeter-wave amplifier. The amplifier consists
of matching networks and a transistor. The EM characteristics
of the passive parts are simulated using the FDTD technique.
The characteristics of the active part are modeled by coupling
the FDTD solution to a physical model of the transistor. The
global model is able to characterize the EM coupling, device-
EM wave interaction, and the EM radiation effects of the very
closely spaced integrated-circuit amplifier.

The hybridization technique, which is used to reduce the
computer-memory requirement and the simulation time, is
validated by applying it to the amplifier matching networks.
The results show a reasonable agreement with the continuous
simulation. The electric-field distributions are presented, which
shows the flow of the EM wave through the amplifier.

The small-signal, as well as the large-signal wave prop-
agations through the amplifier are analyzed. The amplifier
is optimized for a reasonable gain in terms of gate length,
aspect ratio, and active layer doping. The-parameters are
extracted for the amplifier circuit at small and large signals
for a frequency band of 20–60 GHz. The-parameters show
that the gain drops at large signal and the return loss is higher
at large signal. The gain is maximum and the return loss is
minimum at the design frequency of 40 GHz. The reduction
in gain and the increase in return loss are more at large signal
than small signal, as the signal frequency deviates from the
design frequency. The global-modeling technique is capable
of representing the nonlinearity and the harmonic distortion of
the amplifier circuit. A significant third and fifth harmonic
components are observed in the output spectrum at large
signals for different frequencies.
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